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Introduction.

Questions:

A. What operations preserve

Glivenko-Cantelli classes of functions F?

B. Can we simplify the consistency theorems

of Schick and Yu (2000) for \mixed case"

interval censoring?

C. Can we extend the consistency theorems

of Schick and Yu (2000) to more

complicated settings?

Glivenko-Cantelli theorems.

Theorem 1. (Gin�e and Zinn, 1984).

Suppose that F is L1(P)�bounded and

NLSM(P). Then the following are equivalent:

A. F is a strong Glivenko-Cantelli class for P : 
sup
f2F

jPn(f)� P(f)j
!�

!a:s: 0 (1)

B. F has an envelope function F 2 L1(P) and

the classes FM � ff1[F�M ] : f 2 Fg satisfy
1

n
E� logN(�; FM ; Lr(Pn))! 0 (2)

for every � > 0 and for some (all) r 2 (0;1]

where kfkLr(P) � (P jf jr)r�1^1.



3. Preservation of

Glivenko-Cantelli

Classes

For classes F1; : : : ;Fk of functions fi : X ! R

and a function ' : Rk ! R, let '(F1; : : : ;Fk)
be the class of functions

x 7! '(f1(x); : : : ; fk(x))

where fi 2 Fi for i= 1; : : : ; k.

Theorem 2. (van der Vaart and Wellner).

Suppose that F1; : : : ;Fk are
P�Glivenko-Cantelli classes of functions and
that ' : Rk ! R is continuous. Then

H � '(F1; : : : ;Fk) is P�Glivenko-Cantelli
provided that it has an integrable envelope.

Corollary 1. (Dudley, 1998). Suppose that

F is a strong Glivenko-Cantelli class for P

with PF <1, J is a possibly unbounded

interval including the ranges of all f 2 F, ' is

continuous and monotone on J, and for some

�nite constants c; d, j'(y)j � cjyj+ d for all

y 2 J. Then '(F) is also a strong

Glivenko-Cantelli class for P .

Corollary 2. (Dudley, 1998). Suppose that

F is a strong Glivenko-Cantelli class for P

with PF <1, and g is a �xed bounded

function ( kgk1 <1). Then the class of

functions

g � F � fg � f : f 2 Fg
is a strong Glivenko-Cantelli class for P .

Corollary 3. (Gin�e and Zinn, 1984).

Suppose that F is a uniformly bounded strong

Glivenko-Cantelli class for P , and g 2 L1(P) is

a �xed function. Then the class of functions

g � F � fg � f : f 2 Fg
is a strong Glivenko-Cantelli class for P .

Lemma. Suppose that ' : K ! R is

continuous and K � Rk is compact. Then for

every � > 0 there exists a Æ > 0 such that for

all n and for all a1; : : : ; an; b1; : : : ; bn 2 K � Rk

1

n

nX
i=1

kai � bik < Æ

implies

1

n

nX
i=1

j'(ai)� '(bi)j < � :

Here k � k can be any norm on Rk; in particular

kxkr = (
Pk
1 jxijr)1=r for r 2 [1;1) or

kxk1 =max1�i�k jxij for
x = (x1; : : : ; xk) 2 Rk.

Proof of Theorem 2 (sketch): Let H an

envelope function for H = '(F). Using the

lemma with k � k the L1� norm k � k1, we �nd

that

N(�;HM ; L1(Pn)) �
kY

j=1

N(
Æ

k
;Fj1[Fj�M ]; L1(Pn)) :

Theorem 3. (van der Vaart and Wellner).

Suppose that F is a class of functions on

(X ;A; P), and fXig is a partition of X :
[1i=1Xi = X , Xi \ Xj = ; for i 6= j. Suppose

that Fj � ff1Xj : f 2 Fg is
P�Glivenko-Cantelli for each j, and F has an

integrable envelope function F . Then F is

itself P�Glivenko-Cantelli.

Theorem 4. (Dudley). Suppose that F is a

strong Glivenko- Cantelli class of functions for

P on (X ;A). Then the symmetric convex hull

class

G � fg =
kX

i=1

cifi : fi 2 F ; ci 2 R;
kX
1

jcij � 1g

is a strong Glivenko-Cantelli class for P , and

so is the class G of functions which are both

the pointwise limit and the L1(P) limit of

sequences in G.



Remark 1.

Similar theorems for preservation of uniform

Glivenko-Cantelli classes related to the

theorem of Dudley, Gin�e, and Zinn (1991)

characterizing such classes.

Remark 2.

What operations preserve Donsker classes?

Answer: Lipschitz functions ' : Rk ! R; see

e.g. Van der Vaart and Wellner (1996),

section 2.10, pages 190 - 203.

4. Interval Censoring.

Case 1: Y � F , T � G, Y independent of T .

We observe X � (T;1[Y�T ]) � (T;�).

(�jT) � Bernoulli(F(T)) :

Problem: Estimate the distribution function

F of Y .

Solution: Groeneboom (1989), Groeneboom

and Wellner (1992).

Picture 1.

Case 2: Y � F , T � (T1; T2) � G, Y

independent of T .

We observe

X � (T1; T2;1[Y�T1];1[T1<Y�T2];1[T2<Y ]) � (T ;�) :

Note that

(�jT ) �Mult3(1; (F(T1); F(T2)� F(T1);1� F(T2))) :

Problem: Estimate the distribution function

F of Y .

Solution: Groeneboom and Wellner (1992),

Groeneboom (1996).

Picture 2.

\Mixed Case" Interval Censoring: Y � F

independent of (TK;K), with

TK = (TK1; : : : ; TKK), TK;0 = �1,

TK;K+1 =1.

We observe X � (TK;�K ;K) where

�Kj � 1(TK;j�1;TK;j]
(Y ) ; j = 1; : : : ;K +1

so that

(�K jTK; K) �MultK+1(1;�FK)

where (�F)K;j � F(TK;j)� F(TK;j�1).

Problem: Estimate the distribution function

F of Y .

Solution: Schick and Yu (2000).

Picture 3.



Theorem 5. (Schick and Yu). If

E(K) <1, then the nonparametric MLE bFn
of F satis�es Z

j bFn � F jd�!a:s: 0

where, for B 2 B1,

�(B) �
1X
k=1

P(K = k)
kX

j=1

P(Tk;j 2 BjK = k) :

Note that � is a �nite measure if E(K) <1.

Theorem 6. (van der Vaart and Wellner).

H(p bFn; pF0)!a:s: 0

and

1

2

�Z
j bFn � F0jde��2 � H2(p bFn; pF0)!a:s: 0

where

~�(B) �
1X
k=1

P(K = k)
1

k

kX
j=1

P(Tk;j 2 BjK = k) :

Note that e� is always a �nite measure.

Proof of Theorem 6: By van de Geer

(1993), (1996),

H2(p bFn; pF0) � (Pn � P0)(J(p bFn=pF0))
� kPn � P0kJ

where

J(t) �
(
(t� 1)=(t+1); t � 0;

�1; t < 0

and

J � fJ(pF=pF0) : F 2 Fg :
Thus if we can show that J is a

Glivenko-Cantelli class of functions,

consistency in the Hellinger metric follows.

Step 1. The class of functions

F1 � fpF : F 2 Fg is a Glivenko-Cantelli class.

Proof: This follows from Theorem 3 (with

Xj � fx = (Æ; tk; k) : k = jg), and Theorem 4

(with F the VC class of indicators of sets

(�1; t] and G the class of functions of

bounded variation).

Step 2. The class of functions

F2 � fpF=pF0 : F 2 Fg is a Glivenko-Cantelli

class.

Proof: 1=pF0 2 L1(P0) and the functions pF
are uniformly bounded, so this follows from

Corollary 3 and Step 1.

Step 3. The class of functions

J = fJ(pF=pF0) : F 2 Fg is a
Glivenko-Cantelli class.

Proof: This follows from Theorem 3 with

' = J and step 2.

Step 4.

H2(p bFn; pF0) � dTV (p bFn; pF0) � p
2H(p bFn; pF0)

where

H2(p bFn; pF0)
=

1X
k=1

P(K = k)
k+1X
j=1

Z
f[ bFn(yk;j)� bFn(yk;j�1)]1=2

� [F0(yk;j)� F0(yk;j�1)]
1=2g2dGk(y)

and

dTV (p bFn; pF0)
=

1X
k=1

P(K = k)
k+1X
j=1

Z
j[ bFn(yk;j)� bFn(yk;j�1)]

� [F0(yk;j)� F0(yk;j�1)]jdGk(y)

�
Z
j bFn � F0jd~� :



A General Model:

� Let Y take values in (Y;B), Y � Q.

� Suppose that CK � (CK1; : : : ; CK;K)

where fCK;jgKj=1 form a partition of Y,
and (CK;K) is independent of Y .

� Suppose we observe

X � (�K; CK;K)

where �K;j � 1CK;j
(Y ), so that

(�KjCK;K) �Multk(1; QK)

where QK � (Q(CK;1; : : : ; Q(CK;K)).

Picture 4.

Theorem 7. (van der Vaart and Wellner).

If all CK;j 2 C, a VC collection of subsets of

X , then the nonparametric maximum

likelihood estimator bQn of Q0 satis�es

H(p bQn
; pQ0

)!a:s: 0

and Z
j bQn(c)�Q0(c)jd�(c)!a:s: 0

where, for B 2 �, a ���eld of subsets of the

space of sets where the Ck;j takes values,

�(B) �
1X
k=1

P(K = k)
kX

j=1

P(Ck;j 2 BjK = k) :

5. Problems

1. How to characterize bQn?

2. How to compute bQn? Fast algorithms?

3. Global rates of convergence? That is, how

fast does H(p bQn
; pQ0

) converge to zero?

4. Local rates of convergence? For �xed

sets C how fast does bQn(C)�Q0(C)

converge to zero?

Shuguang Song, Ph.D. dissertation in

progress at U.W.
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