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SUMMARY
We state and prove a simple and general expression for the marginal mean in an exponential family state space model with conjugate state density. We then discuss implications of this result on the choice of parameterization of the observation density, on the interpretation of the predictive density for steady models and on exponentially weighted moving average and trend-free forecasting.
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1. INTRODUCTION

The power steady model (PSM) of Smith (1979, 1981) has been used by several researchers (West et al. (1985), Harvey and Fernandes (1989), Smith (1983) or Attwell and Smith (1991), for example) as a basis for state space modelling of non-Gaussian time series. Although these models are 'steady' in the sense discussed later, several difficulties have also been noted. For instance, West (1986) states that the model remains ambiguous, since it can depend on the parameterization used. Smith and Miller (1986) point out that there may not be a simple formula for m-step forecasting if m > 1, and Key and Godolphin (1981) show that point forecasts from the model need not be either trend free or exponentially weighted moving average (EWMA). In this paper we help to clarify and resolve these difficulties.

In Section 2 we give the setting and describe the PSM. We then state and prove a simple and general expression for the marginal (hence forecast) mean in an exponential family state space model (Section 3). This result shows that if the natural exponential family parameterization is used there is no ambiguity in the definition of the model, and there is a simple formula for m-step forecasting which gives, for steady models, trend-free EWMA forecasts and also gives recursions which do not depend on the underlying distributions (Section 4).

2. POWER STEADY MODEL

A state space model for a time series \( y^T = \{y_1, \ldots, y_t\}, y_j \in \mathbb{R}^d \) for \( j = 1, \ldots, t \), assumes a density \( p(y_j | \theta, \cdot) \) (the observation density), where \( \theta \) is an unobservable state.

(We attach an italicized verbal label to some equations or expressions for later reference.) Although this distribution need not belong to an exponential family, most situations of practical interest do satisfy this assumption and we consider only this case.
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A conjugate density is usually assumed for \( p(\theta_t | D_t) \), where the observed history \( D_t = \{ D_0, y^T \} \) with \( D_0 \) denoting the values of any estimated parameters and all relevant external information. Given a prior \( p(\theta_{t+1} | D_t) \) and a new observation \( y_{t+1} \), Bayes’s theorem and the likelihood for the new observation yield a posterior \( p(\theta_{t+1} | D_{t+1}) \) as usual.

Smith (1979) proposed the PSM prediction rule

\[
p(\theta_{t+1} | D_t) \propto p(\theta_t | D_t)^\gamma \quad (0 < \gamma < 1) \tag{2.1}
\]
as a non-Gaussian analogue of the state prediction in the normal steady model. Models obtained by using the PSM rule are steady in the sense that \( \theta_{t+1} | D_t \) has the same mode as \( \theta_t | D_t \) but greater dispersion. (The exact sense in which these remarks hold is discussed at length by Smith (1990).)

The marginal data distribution

\[
p(y_s | D_t) = \int_\theta p(y_s | D_t, \theta_s) p(\theta_s | D_t) d\theta_s \quad (s = t \text{ or } s = t + 1) \tag{2.2}
\]
is fundamental since it does not condition on the unobservable state \( \theta_s \). It is used, for example, to calculate the likelihood, and it is the forecast distribution when \( s = t + 1 \). The marginal mean \( E[y_s | D_t] \) is defined as usual using equation (2.2) (with \( s = t \) or \( s = t + 1 \)) and is the forecast mean when \( s = t + 1 \).

2.1. Example 1: Binomial Observation Distribution, \( n \), Known
For \( y_t | \pi_t \sim \text{bin}(n, \pi_t) \) the density in the ‘usual’ parameterization is

\[
p(y_t | \pi_t) = \binom{n}{y_t} \pi_t^{y_t} (1 - \pi_t)^{n - y_t}, \quad y_t \in \{0, 1, \ldots, n\}, 0 < \pi_t < 1.
\]

We assume for simplicity that \( n_{t+1} = n_t = n \); this sequence is contained in \( D_0 \). The conjugate density for \( \pi_t | D_t \) is beta with parameters, say, \( a_{t|t} \) and \( b_{t|t} \), where the subscript notation \( s | t \) indicates that the parameter is estimated at time \( s \) given \( D_t \) (\( s \geq t \)). (\( \pi \sim \text{beta}(a, b) \) if \( p(\pi) = B(a, b)^{-1} \pi^{a-1}(1 - \pi)^{b-1} \) where \( B(a, b) \) is the beta function.)

Application of the PSM rule (2.1) gives prior \( \pi_{t+1} | D_t \sim \text{beta}(a_{t+1|t}, b_{t+1|t}) \), and the one-step forecast distribution computed from equation (2.2) is beta–binomial (see Mosimann (1962)) with mean

\[
E[y_{t+1} | D_t] = \frac{na_{t+1|t}}{a_{t+1|t} + b_{t+1|t}} = n \frac{\gamma a_{t|t} - \gamma + 1}{\gamma (a_{t|t} + b_{t|t}) - 2\gamma + 2} \neq E[y_t | D_t] = n \frac{a_{t|t}}{a_{t|t} + b_{t|t}}.
\]

Thus, the forecasts are not trend free, and therefore they are not EWMA. In later sections, we explain the source of these difficulties and show how to formulate a binomial model free from these problems.

3. MARGINAL MEAN

We adopt the multivariate exponential family setting of Diaconis and Ylvisaker (1979, 1985). Let \( y_t \) follow an exponential family observation distribution

\[
p(y_t | \theta_t) = \exp\{y^T \theta_t - M(\theta_t) + S(y_t)\}, \quad y_t \in \mathcal{Y} \tag{3.1}
\]
and let \( \Psi \) be the interior of the convex hull of the support \( \mathbf{Y} \) of this distribution, with \( \Psi \) assumed to be non-empty and open in \( \mathbb{R}^d \). Further assume that the natural parameter space \( \Theta = \{ \theta \in \mathbb{R}^d : M(\theta) < \infty \} \) is non-empty and open, where \( M(\theta) = \log[\exp\{y_i^T\theta + S(y_i)\} \, dy_i] \).

The state prior (if \( s = t + 1 \)) or state posterior (if \( s = t \)) is assumed conjugate to the exponential family observation distribution (3.1) and is of the form

\[
p(\theta_s | D_t) \propto \exp[\sigma_s | \theta_s - M(\theta_s)], \quad \theta_s \in \Theta.
\] (3.2)

Diaconis and Ylvisaker (1979), theorem 1, show that if \( \sigma_s > 0 \) and \( \kappa_{s|t} \in \Psi \) this family can be normalized to a family of probability distributions. Here we assume arbitrary forms for the prior parameters \( \kappa_{s+1|t} \) and \( \sigma_{s+1|t} \) since the next result does not depend on the PSM rule.

**Theorem.** Assuming observation and state distributions of the forms (3.1) and (3.2) with \( \Psi \) and \( \Theta \) non-empty and open, and \( \sigma_s > 0 \) and \( \kappa_{s|t} \in \Psi \) with \( s = t \) or \( s = t + 1 \), then the marginal mean satisfies

\[
E[y_s | D_t] = \kappa_{s|t}.
\] (3.3)

**Proof.** Computing directly gives

\[
E[y_s | D_t] = \int_\Theta E[y_s | \theta_s, D_t] p(\theta_s | D_t) \, d\theta_s = \int_\Theta \nabla M(\theta_s) p(\theta_s | D_t) \, d\theta_s
\]

\[
= E[\nabla M(\theta_s) | D_t] = \kappa_{s|t},
\]

where

\[
\nabla M(\theta) = \left( \frac{\partial M(\theta)}{\partial \theta_1}, \ldots, \frac{\partial M(\theta)}{\partial \theta_d} \right)^T.
\]

The last equality follows from theorem 2 of Diaconis and Ylvisaker (1979), and the equality \( E[\theta_s | \theta_s, D_t] = \nabla M(\theta_s) \) is standard exponential family theory (e.g. Bickel and Doksum (1977)). \( \square \)

### 3.1. Remarks

(a) The conditions of the theorem are easily checked and hold in most cases of interest, including observation distributions that are multinomial, Poisson, normal, exponential, negative binomial, Dirichlet and Dirichlet with fixed dispersion (on suitable reparameterization; see Grunwald *et al.* (1993)).

(b) Guttorp and Lockhart (1988) consider, in a non-time series setting, a von Mises observation density with known concentration parameter and von Mises conjugate. In that situation, the conditions do not hold (\( \Theta \) is not open).

(c) In the context of modelling time series of compositions by using a Dirichlet observation distribution with fixed dispersion (Grunwald *et al.*, 1993), the state and marginal distributions are not of known form and the moments cannot be computed directly, but the theorem gives a simple and easily computed expression for the forecast mean (and hence residuals).

(d) There does not appear to be a result like equation (3.3) for the marginal variance; examples show that it depends on both \( \kappa_{s|t} \) and \( \sigma_{s|t} \) but not according to any general rule that we can discover.
(e) If we transform the observation $x_t$ to obtain an exponential family form in $y_t$ (for example, when $x_t \sim \log$-normal then $y_t = \log x_t$), none of the problems associated with non-exponential family forms arise. However, all results such as equation (3.3) pertain to $y_t$ and not to $x_t$.

4. APPLICATIONS

In this section we use the theorem to clarify and resolve the difficulties discussed in Sections 1 and 2, and to unify some results concerning exponential family state space models.

4.1. Model Ambiguity

As mentioned earlier the PSM rule (2.1) does not fully define the time series model, as we first illustrate in the binomial case and then explain generally.

4.1.1. Example 1 (continued)

We change to binomial proportions $w_t = y_t/n_t$, so that $\Psi$ does not depend on time, and we assume that the sequence $\{n_t\}$ is contained in $\mathbf{D}_0$. $n_t w_t | \pi_t, n_t \sim \text{bin}(n_t, \pi_t)$ leads to $\theta_t = n_t \log \{\pi_t/(1 - \pi_t)\}$, $Y_t = \{0, 1/n_t, \ldots, 1\}$, $\Psi = (0, 1)$ and $\Theta = \mathbb{R}^d$ in distribution (3.1). The last two sets are both non-empty and open, and the dependence of $S_t, M_t$ and $Y_t$ on $t$ causes no difficulties.

The PSM rule applied in the exponential family parameterization and in the usual parameterization gives prior state densities respectively

$$\pi_{t+1} | D_t \sim \text{beta}\{\gamma n_{t+1} \sigma_{t+1} \kappa_{t+1}, \gamma n_{t+1} \sigma_{t+1} (1 - \kappa_{t+1})\},$$

$$\pi_{t+1} | D_t \sim \text{beta}\{\gamma n_{t+1} \sigma_{t+1} \kappa_{t+1} - \gamma + 1, \gamma n_{t+1} \sigma_{t+1} (1 - \kappa_{t+1}) - \gamma + 1\}.$$

The different priors give different time series models.

Both parameterizations have appeared in the literature. For example, Smith (1979), Key and Godolphin (1981) and West (1986) use the usual parameterization whereas West et al. (1985) use the exponential family forms. Harvey and Fernandes (1989) quote the usual form but, by requiring that $E[w_{t+1} | D_t] = E[w_t | D_t]$ is to hold for the steady model, derive the prior for the exponential family form.

The results of Diaconis and Ylvisaker (1985) cover the general situation. If the exponential family observation density (3.1) is written in a parameterization that is different from the natural exponential family form, say $\xi_t = \psi(\theta_t)$ where $\psi: \Theta \rightarrow \Theta_\psi \subseteq \mathbb{R}^d$ is a diffeomorphism (one to one and continuously differentiable with continuously differentiable inverse $\psi^{-1}$), the observation density is

$$p(y_t | \xi_t) = \exp[y_t^T \psi^{-1}(\xi_t) - M\{\psi^{-1}(\xi_t)\} + S(y_t)]$$

with conjugate

$$p(\xi_t | D_t) \propto \exp(\sigma_{t+1} [\kappa_{t+1}^T \psi^{-1}(\xi_t) - M\{\psi^{-1}(\xi_t)\}]) \frac{1}{\psi' \{\psi^{-1}(\xi_t)\}} \quad (4.1)$$

where $\psi'$ is the Jacobian. The prior given by the PSM rule in this parameterization now contains the factor $\psi' \{\psi^{-1}(\xi_t)\}^{-\gamma}$, and it is this term which causes the ambiguity in the prior (unless $\psi$ is linear, since then $\psi'$ is constant).
4.1.2. Example 1 (continued)

In the binomial case, $\xi_t = \pi_t = \psi(\theta_t) = \exp(\theta_t/n_t) / \{1 + \exp(\theta_t/n_t)\}$ and $\psi^{-1}(\xi_t)^{-1} = n_t / \{\xi_t(1 - \xi_t)\}$, so the two parameterizations ($\xi_t$ and $\theta_t$) give different priors under the PSM rule.

4.1.3. Example 2: Exponential observation distribution

For $y_t | \lambda_t \sim \text{exponential}(\lambda_t)$, $\theta_t = -\lambda_t$ and $\psi$ is linear, so the same (gamma) conjugate prior is obtained by applying the PSM rule in either parameterization. This explains why Key and Godolphin (1981) did not encounter the same difficulties with exponential observations as with binomial observations.

4.2. Trend-free Forecasts

The theorem of Section 3 shows that if the PSM rule is applied with distributions in exponential family form the one-step forecasts are trend free: $E[y_{t+1}|D_t] = E[y_t|D_t]$. In a different ($\xi_t$) parameterization, computing $E[y_{t+1}|D_t]$ directly from expressions (2.2) and (4.1) shows that, for a steady model obtained from the PSM rule applied in the $\xi_t$ parameterization, the one-step forecasts are trend free if and only if $\psi$ is linear.

4.2.1. Example 1 (continued)

By the theorem, $E[w_{t+1}|D_t] = \kappa_t = E[w_t|D_t]$ if the PSM rule is applied in the exponential family parameterization, whereas in the usual parameterization

$$E[w_{t+1}|D_t] = \frac{\gamma n_{t+1} \kappa_t \sigma_t - \gamma + 1}{\gamma n_{t+1} \sigma_t^2 - 2\gamma + 2}.$$

In the latter case we have $E[w_{t+1}|D_t] \to \frac{1}{2}$ as $\gamma \to 0$ which, although possibly sometimes giving a useful model, does not seem to give a steady model in this sense.

4.3. Unified Recursions

Here, we consider a conjugate state prior of the form (3.2) defined for any general state transition rules by $\kappa_{t+1}$, and $\sigma_{t+1}$. Regardless of the parameterization used, if the prior can again be written in the exponential family form (3.2) (as it always can if the PSM rule is applied to the exponential family form) then Bayes’s theorem yields recursions

$$\kappa_{t+1} = (1 - g_{t+1}) \kappa_{t+1} + g_{t+1} y_{t+1},$$

$$\sigma_{t+1} = \sigma_{t+1}^2 + 1,$$

$$g_{t+1} = 1/\sigma_{t+1}$$

regardless of the particular observation distribution assumed. Although this is not a consequence of the theorem of Section 3 or of the parameterization used, it appears naturally if exponential family forms are used throughout and is also very convenient for computer implementation.

If the exponential family parameterization of the observation density (3.1) is used, the theorem and the common recursions (4.2) clarify the computation of the marginal posterior mean as a convex combination of the forecast mean and the new observation
(for $0 < \sigma_{t+1|t} < \infty$, $0 < g_{t+1} < 1$). Since $\Psi$ is convex, recursion (4.2a) shows that $\kappa_{t+1|t+1} \in \Psi$ whenever $\kappa_{t+1|t} \in \Psi$, ensuring a proper posterior distribution (by Diaconis and Ylvisaker (1979), theorem 1).

4.4. Exponentially Weighted Moving Average Forecasting

For the steady model, where $\sigma_{t+1|t} = \gamma \sigma_{t|t}$, recursions (4.2b) and (4.2c) show that $\sigma_{t|t} \to 1/(1-\gamma)$ as $t \to \infty$ so $g_t \to 1-\gamma$ as $t \to \infty$. If these limiting values are used initially ($\sigma_{0|0} = 1/(1-\gamma)$) then $\sigma_{t|t} = 1/(1-\gamma)$ and $g_t = 1-\gamma$ for all $t \geq 0$. The theorem and recursion (4.2a) then show that the forecasts are of **EWMA form**:

$$E[y_{t+1}|D_t] = \kappa_{t+1|t} = \gamma' \kappa_{t|0} + (1-\gamma) \sum_{j=0}^{t-1} \gamma^j y_{t-j}$$

regardless of the underlying observation distribution.

A more common initialization uses $\sigma_{1|0} = 0$ in the state prior (3.2), giving a flat, possibly improper, prior for $\theta_1$, and $\kappa_{1|1} \in \Psi$ is ignored. If this is done, $\kappa_{1|1} \in \Psi$ (as long as $y_t \in \Psi$ ($y_t$ can be on the boundary of $\Psi$, as when $w_t = 0$ or $w_t = 1$ in the binomial example) and the forecasts are of EWMA form except for these initial effects. These results generalize similar results derived by Harvey and Fernandes (1989) under particular distributional assumptions.

4.5. Trend-free m-step Forecasts

As Harvey and Fernandes (1989) point out, $m$-step forecasts are not made by simply iterating the PSM rule, but rather by iterating the marginal data distributions (2.2). The resulting $m$-step forecast distribution may be quite complex. However, the theorem of Section 3 can be used to show that for the steady model the process $K(t) = \kappa_{t|t}$ defined recursively by equations (4.2) $(K(t+1) = (1-g_{t+1}) K(t) + g_{t+1} y_{t+1})$ is a martingale: $E[K(t+1)|K(t), D_{t-1}] = K(t)$. It then follows by direct calculation and the constant mean property of martingales that $E[y_{t+m}|D_t] = K(t)$ for $(m \geq 1)$. Thus, $m$-step point forecasts remain trend free if the exponential family forms are used.
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