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Modeling Flat Stretches, Bursts, and Outliers in Time Series Using Mixture Transition Distribution Models

Nhu D. Le, R. Douglas Martin, and Adrian E. Raftery

The class of mixture transition distribution (MTD) time series models is extended to general non-Gaussian time series. In these models the conditional distribution of the current observation given the past is a mixture of conditional distributions given each one of the last \( p \) observations. They can capture non-Gaussian and nonlinear features such as flat stretches, bursts of activity, and outliers, and changepoints in a single unified model class. They can also represent time series defined on arbitrary state spaces, univariate or multivariate, continuous, discrete or mixed, which need not even be Euclidean. They perform well in the usual case of Gaussian time series without obvious nonstandard behaviors. The models are simple, analytically tractable, easy to simulate, and readily estimated. The stationarity and autocorrelation properties of the models are derived. A simple EM algorithm is given and shown to work well for estimation. The models are applied to several real and simulated datasets with satisfactory results. They appear to capture the features of the data better than the best competing autoregressive integrated moving average (ARIMA) models.

KEY WORDS: Autocorrelation; Autoregressive integrated moving average model; EM algorithm; Mixture transition distribution; Non-Gaussian time series; Stationarity.

1. INTRODUCTION

Many time series exhibit non-Gaussian features such as flat stretches, bursts of activity, outliers, and changepoints. When the aim of the analysis is prediction or simulation, it is important to model such behavior explicitly. Alternative approaches in the presence of outliers and bursts are to use robust estimation procedures (Martin and Yohai 1986) or to remove outliers based on the use of diagnostics (Bruce and Martin 1989); other references on outliers in time series can be found in these papers. These approaches are valuable when the aim is estimation of structural features; but when the primary aim is prediction, it is important to obtain a full predictive distribution that takes into account the possibility of future flat stretches, bursts, and outliers. It is also possible to exploit the presence of flat stretches so as to obtain narrower and more precise predictive intervals. Similar remarks apply when the goal is simulation.

Here we consider a broad class of models, called mixture transition distribution (MTD) models, that can represent all of these features. The models are simple, analytically tractable, and easy to simulate and to estimate, and they appear capable of capturing a wide range of nonstandard behaviors seen in practice. In this article we focus on a small subclass consisting of stationary models involving mixtures of conditional Gaussian distributions, and we indicate how this may be extended in many directions.

As an example, consider Figure 1a, which shows a series of 300 consecutive hourly viscosity readings in a chemical process. This series clearly has frequent flat stretches during which the viscosity stayed virtually constant. One would expect this fact to be useful in prediction. This was series D of Box and Jenkins (1976), who chose to model it using an autoregressive AR(1) model. Figure 1b shows a simulated realization from the fitted AR(1) model. The AR(1) sample path does not look at all like the original data, and in particular fails to reproduce the flat stretches. Figure 1c shows a simulated realization from a fitted MTD model; it clearly reproduces the flat stretches, and it fits the data well in other ways as well.

For prediction, there is quite a lot to be gained by using an MTD model rather than an AR model in this example. The variability in the predictive distribution from the MTD model is 60% less than that from the AR model, and the MTD-based predictive intervals also have empirical coverages much closer to their nominal coverages than do the AR-based predictive intervals. Further details of this example can be found in Section 5.

In Section 2 we describe the MTD model, and in Section 3 we obtain its stationarity and autocorrelation properties. In Section 4 we discuss estimation, in Section 5 we analyze some examples, and in Section 6 we outline some extensions.

2. THE MIXTURE TRANSITION DISTRIBUTION MODEL

Suppose that \( \{ Y_t; t \in N \} \) is a time series, a sequence of random variables taking values in an arbitrary space. Then \( \{ Y_t \} \) is generated by a mixture transition distribution (MTD) model if

\[
F( y_t | y_{t-1} ) = \sum_{r=1}^{p} \alpha_r G_r( y_t | y_{t-1} ).
\]

In (1), \( F( y_t | y_{t-1} ) \) is the conditional cumulative distribution function (cdf) of \( Y_t \) given that \( Y_{t-1} = y_{t-1} \), evaluated at \( y_t \), where \( Y^s = ( Y_1, \ldots, Y_s )^T \) and \( y^s = ( y_1, \ldots, y_s )^T \). Also, \( \sum_{r=1}^{p} \alpha_r = 1, \alpha_r \geq 0, i = 1, \ldots, p, \) and \( G_r( \cdot | y ) \) is a
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as a special case. This leads to
\[
F(y_t | y^{t-1}) = \alpha_0 \Phi \left( \frac{y_t - \sum_{j=1}^{p} \phi_j y_{t-j}}{\sigma_0} \right) \\
+ \sum_{i=1}^{p} \alpha_i \phi_i \left( \frac{y_t - \phi_i y_{t-i}}{\sigma_i} \right). \tag{3}
\]

We refer to (3) as the Gaussian MTD, or GMTD, model. A further generalization, obtained by adding a further independent component in the mixture, allows us to model independent pure replacement-type outliers (Martin and Yohai 1985, 1986) directly. The model is then of the following form:
\[
F(y_t | y^{t-1}) = \alpha_0 \Phi \left( \frac{y_t - \sum_{j=1}^{p} \phi_j y_{t-j}}{\sigma_0} \right) \\
+ \sum_{i=1}^{p} \alpha_i \Phi \left( \frac{y_t - \phi_i y_{t-i}}{\sigma_i} \right) \\
+ \alpha_{p+1} \Phi \left( \frac{y_t}{\sigma_{p+1}} \right), \tag{4}
\]
where \(\sigma_{p+1}\) is large and \(\sum_{i=1}^{p+1} \alpha_i = 1\).

The GMTD model (4) has \((4p + 3)\) independent parameters, which is relatively small given the modeling flexibility that it allows. In the examples that we have worked with, we found a special case, the random walk GMTD, to be useful. This is defined by (3) with
\[
\begin{align*}
\phi_1 &= \phi_2 = \cdots = \phi_p = 1 \\
\sum_{i=1}^{p} \phi_{0i} &= 1.
\end{align*} \tag{5}
\]
This generalizes the usual random walk and has \((3p + 2)\) independent parameters.

There are potential near-identifiability problems with the full GMTD model (3). For example, the conditional expectation \(E(Y_t | y^{t-1})\) involves the sums \((\phi_{0i} + \phi_i)\), but does not involve either \(\phi_{0i}\) or \(\phi_i\) separately. Estimation of \(\phi_{0i}\) and \(\phi_i\) separately depends on the shape of the conditional distribution and not on its location, and thus may not be very precise. The sums \((\phi_{0i} + \phi_i)\) are likely to be much better estimated than either term individually. However, for the purposes of prediction and simulation, these problems do not present major difficulties. The identifiability problem does not arise with the random walk GMTD model (5).

The GMTD model (3) can accommodate the situation where the series is reasonably well approximated by an AR model and has occasional bursts and outliers. In this case the main AR component of the series would be captured by the first term of the model (3), and the additional components such as outliers and bursts would be captured by the other terms. For instance, occasional outliers may be captured by a term in the model with a large variance \(\sigma_i^2\) and a small \(\alpha_i\); bursts can be accommodated with a larger \(\alpha_i\) or with a temporal dependent latent process driving the mixing process. The flat stretches can be captured by a random walk GMTD model with a very small variance.
3. PROPERTIES

We now give the stationarity and autocorrelation properties of a times series \( \{ Y_t \} \) governed by the GMTD model (3). The proofs are in the Appendix.

3.1 Stationarity

**Theorem 1.** A necessary and sufficient condition for the process \( Y_t \) to be stationary in the mean is that the roots \( z_1, \ldots, z_p \) of the equation

\[
1 - \sum_{i=1}^{p} (\alpha_0 \phi_0 + \alpha_i \phi_i) z^{-i} = 0
\]

all lie inside the unit circle.

For the case where there are only two mixture components, without the full AR component (i.e., \( \alpha_0 = 0 \) and \( p = 2 \)), this condition gives a region of stationarity defined by

\[
\alpha_1 \phi_1 + \alpha_2 \phi_2 < 1,
\]

\[
-\alpha_1 \phi_1 + \alpha_2 \phi_2 < 1,
\]

and

\[-\alpha_2 \phi_2 < 1.\]

This region is the triangular region displayed in Figure 2. The defining equations for the region of stationarity in this case are quite similar to those corresponding to the ordinary AR(2) process.

These stationarity conditions are derived for the process with mean zero. However, there are several ways to modify the GMTD model so that it has a nonzero mean and the stationarity conditions remain the same. One simple way is to introduce a constant into the standard AR\((p)\) term of Equation (3), which then becomes

\[
F(y_t | Y^{t-1}) = \alpha_0 \Phi \left( \frac{y_t - \delta - \sum_{i=1}^{p} \phi_i y_{t-i}}{\sigma_0} \right) + \sum_{i=1}^{p} \alpha_i \Phi \left( \frac{y_t - \phi_i y_{t-i}}{\sigma_i} \right).
\]

Now suppose that the process \( Y_t \) is stationary in the mean. The conditions for second order and strict stationarity are quite difficult to obtain. However, when \( \alpha_0 = 0 \) (i.e., the process \( Y_t \) is defined by (1) and (2)), the conditions for second-order stationary can be derived as follows.

**Theorem 2.** Suppose that the process \( Y_t \), defined by (1) and (2) with \( \alpha_0 = 0 \), is first-order stationary. A necessary and sufficient condition for the process to be second-order stationary is that the roots \( z_1, \ldots, z_p \) of the equation

\[
1 - \sum_{i=1}^{p} \alpha_i \phi_i^2 z^{-i} = 0
\]

all lie inside the unit circle.

In the case where \( p = 2 \), this condition gives a region of stationarity defined by

\[
\alpha_1 \phi_1^2 + \alpha_2 \phi_2^2 < 1.
\]

This region is the ellipse displayed in Figure 2. Thus an extra condition is needed for the process to be second-order stationary. This is in contrast to the ordinary Gaussian AR model, which does not require any additional condition for second-order stationarity.

3.2 Autocorrelations

We now obtain the autocorrelations for the GMTD model (3). These autocorrelations satisfy a system of equations similar to the Yule–Walker equations. We then explicitly derive the range of autocorrelations for the case \( \alpha_0 = 0 \) and \( p = 2 \). This range is then compared with that of the ordinary AR(2) process.

Suppose that the process \( Y_t \) is second-order stationary and, without loss of generality, assume that its mean is zero. Let \( \rho_l \) be the lag-\(l\) autocorrelation. Then

\[
E(Y_t Y_{t-l}) = E[E(Y_t Y_{t-l} | Y^{t-1})] = E \left( Y_{t-l} \sum_{i=1}^{p} (\alpha_0 \phi_0 + \alpha_i \phi_i) Y_{t-i} \right) = \sum_{i} (\alpha_0 \phi_0 + \alpha_i \phi_i) E(Y_{t-l} Y_{t-i}).
\]

Because the process is second-order stationary, it follows that

\[
\rho_l = \sum_{i} (\alpha_0 \phi_0 + \alpha_i \phi_i) \rho_{|l-|} \quad \text{for} \quad l = 1, \ldots, p. \tag{6}
\]

These equations are similar to the Yule–Walker equations for the ordinary AR\((p)\) process, where the coefficient

---

Figure 2. Stationarity Regions for Parameters of a MTD Model of Order 2.
\( \alpha_0 \phi_0 + \alpha_1 \phi_1 \) is replaced by the lag-1 coefficient of the AR\((p)\) process.

In the case \( \alpha_0 = 0 \) and \( p = 2 \), the equations (6) for \( l = 1, 2 \) become

\[
\rho_1 = \alpha_1 \phi_1 + \alpha_2 \phi_2 \rho_1
\]

(7)

and

\[
\rho_2 = \alpha_1 \phi_1 \rho_1 + \alpha_2 \phi_2.
\]

(8)

The admissible region for the autocorrelations \( \rho_1 \) and \( \rho_2 \) is defined by

\[
\alpha_0^2 \rho_1^4 + (-2 \alpha_0^2 + \alpha_1 + 1) \rho_1^2 - 2 \rho_2 \rho_1^2 + (1 - \alpha_1) \rho_2^2 + \alpha_1 \rho_2^2 - \alpha_1 (1 - \alpha_1) < 0.
\]

The boundary of this region satisfies the equation

\[
\rho_2 = \frac{\rho_1^2 \pm \sqrt{\alpha_0^2 (1 - \alpha_1)(1 - \rho_1^2)^3}}{(1 - \alpha_1) \rho_1^2 + \alpha_1},
\]

(9)

with \( 0 \leq \alpha_1 \leq 1 \) and \(-1 < \rho_1 < 1\). The derivation of the admissible region and its boundary defined by (9) are given in the Appendix.

The plot of \( \rho_1 \) against \( \rho_2 \), which represents the range of autocorrelations of the restricted GMDT model with \( p = 2 \) and \( \alpha_0 = 0 \), defined by (1) and (2), is displayed in Figure 3 and compared to the range of autocorrelations of the ordinary stationary AR\((2)\) process. This shows that even when the full AR\((2)\) component is not included, the range of autocorrelations allowed by the MTD model is almost as great as for the standard AR\((2)\) process. Of course, for the full GMDT model (3), the range of possible autocorrelations is as great as that of the standard AR process.

4. ESTIMATION

4.1 An EM Estimation Algorithm

In this section we use the EM algorithm (Baum 1971; Dempster, Laird, and Rubin 1977; Good 1956; Hartley 1958) to estimate the parameters of the GMDT model (3). This provides a framework for estimating parameters in a mixture model that can be applied to the present problem as follows. Suppose that the observations \( Y = (y_1, \ldots, y_n) \) are generated from the GMDT model (3). Let \( Z = (Z_1, \ldots, Z_n) \) be the unobserved random variable, where \( Z_j \) is a \((p + 1)\)-dimensional vector with component \( j \) equal to 1 if \( y_j \) comes from the \( j \)th component of the conditional cdf, and to zero otherwise. Then the distribution of \( Z_t = (z_t, 1, z_t, 1, \ldots, z_t, p) \) is

\[
P(Z_t = (1, 0, 0, \ldots, 0)) = \alpha_0,
\]

\[
P(Z_t = (0, 1, 0, \ldots, 0)) = \alpha_1,
\]

\[
\vdots
\]

\[
P(Z_t = (0, 0, 0, \ldots, 1)) = \alpha_p.
\]

Let

\[
\alpha = (\alpha_0, \ldots, \alpha_p),
\]

\[
\sigma = (\sigma_0, \ldots, \sigma_p),
\]

\[
\phi = (\phi_1, \ldots, \phi_p),
\]

\[
\phi_0 = (\phi_01, \ldots, \phi_0p),
\]

and

\[
y_{p-1}^T = (y_{t-1}, \ldots, y_{t-p})^T
\]

and set

\[
V(\phi, \phi_0, \sigma) = \left( \log f \left( \frac{y_t - \phi_0 y_{p-1}^T}{\sigma_0} \right), \log f \left( \frac{y_t - \phi_1 y_{t-1}}{\sigma_1} \right), \ldots, \log f \left( \frac{y_t - \phi_p y_{t-p}}{\sigma_p} \right) \right)^T,
\]

\[
U(\alpha) = (\log \alpha_0, \log \alpha_1, \ldots, \log \alpha_p)^T,
\]

and

\[
W(\sigma) = (\log \sigma_0, \log \sigma_1, \ldots, \log \sigma_p)^T,
\]

where \( f \) is the standard Gaussian density. Because \( Y \) and \( Z \) are independent and the \( Z_i \) are independent of each other, the (conditional) log-likelihood for the complete data \( X = (Y, Z) \) is

\[
L(X, \phi, \phi_0, \sigma, \alpha) = \sum_{i=p+1}^n Z_i V(\phi, \phi_0, \sigma) + \sum_{i=p+1}^n Z_i U(\alpha) - \sum_{i=p+1}^n Z_i W(\sigma).
\]

Here the log-likelihood function is evaluated conditionally on the first \( p \) observations. To ensure its comparability when
comparing different orders, we use the largest order for \( p \).
The iterative EM procedure for estimating the parameters by maximizing the log-likelihood function contains the following two steps:

**E step:** Suppose that \( \phi, \phi_0, \sigma, \) and \( \alpha \) are known. The missing data \( Z \) are then replaced by their conditional expectations, conditioned on the parameters and on the observed data \( Y \). In this case the conditional expectation of the \( j \)th component of \( Z_t \) is just the conditional probability that the observation \( y_t \) comes from the \( j \)th component of the mixture distribution, conditioned on the parameters and \( Y \). Denote the conditional expectation of the \( j \)th component of \( Z_t \) by \( \hat{z}_{t,j} \). Then the E step equations are as follows:

\[
\hat{z}_{t,j} = \frac{\alpha_j h_j(y_t)}{\alpha_0 h_0(y_t) + \sum_{i=1}^{p} \alpha_i h_i(y_t)}, \quad j = 1, \ldots, p,
\]

and

\[
\hat{z}_{t,0} = \frac{\alpha_0 h_0(y_t)}{\alpha_0 h_0(y_t) + \sum_{i=1}^{p} \alpha_i h_i(y_t)},
\]

where \( h_j(y_t) = (1/\sigma_j) f((y_t - \phi_j y_{t-j})/\sigma_j), j = 1, \ldots, p, \)

and \( h_0(y_t) = (1/\sigma_0) f((y_t - \sum_{i=1}^{p} \sigma_0 y_{t-i})/\sigma_0) \).

**M step:** Suppose that the missing data are known. The estimates of the parameters \( \phi, \phi_0, \sigma, \) and \( \alpha \) can then be obtained by maximizing the log-likelihood function \( L \).
The estimated parameters, \( \hat{\phi}, \hat{\phi}_0, \hat{\sigma}, \) and \( \hat{\alpha} \), must satisfy the following M step equations:

\[
\frac{\partial L}{\partial \phi_i} \bigg|_{\hat{\phi}, \hat{\phi}_0, \hat{\sigma}, \hat{\alpha}} = 0,
\]

\[
\frac{\partial L}{\partial \phi_0} \bigg|_{\hat{\phi}, \hat{\phi}_0, \hat{\sigma}, \hat{\alpha}} = 0,
\]

\[
\frac{\partial L}{\partial \alpha} \bigg|_{\hat{\phi}, \hat{\phi}_0, \hat{\sigma}, \hat{\alpha}} = 0,
\]

and

\[
\frac{\partial L}{\partial \sigma} \bigg|_{\hat{\phi}, \hat{\phi}_0, \hat{\sigma}, \hat{\alpha}} = 0.
\]

The estimates of the parameters are then obtained by iterating these two steps until convergence. Wu (1983) has studied the convergence of the algorithm.

Given the model order, the information matrix can be obtained by numerical differentiation or by using the ECM algorithm (Meng and Rubin 1993), and used to obtain standard errors. We use the numerical method described by Tanner (1993) to obtain the standard errors of the estimates in the examples.

### 4.2 A Simulation Study

We now report the results of a simulation study designed to assess the performance of the EM estimation method. The simulation study is carried out with \( p = 2 \). There are 100 sample paths, each with 200 data points, generated by the GMTD model (3). The parameters of the model are chosen as follows:

\[
\alpha = (\alpha_0, \alpha_1, \alpha_2) = (4, 3, 3),
\]

\[
\sigma = (\sigma_0, \sigma_1, \sigma_2) = (1, 1, 5),
\]

\[
\phi = (\phi_1, \phi_2) = (-7, 8),
\]

and

\[
\phi_0 = (\phi_{01}, \phi_{02}) = (.9, -.6).
\]

For each sample path, the EM algorithm is used to estimate the parameters. In this case the \( E \) step equations remain the same as before and the \( M \) step equations become

\[
\hat{\phi}_j = \frac{\sum_{t=p+1}^{n} \hat{z}_{t,j} y_{t-j}}{\sum_{t} \hat{z}_{t,j}}, \quad j = 1, \ldots, p,
\]

\[
\hat{\alpha}_j = \frac{\sum_{t} \hat{z}_{t,j}}{\sum_{t} \hat{z}_{t}}, \quad j = 0, \ldots, p,
\]

\[
\hat{\sigma}_j = \left( \frac{\sum_{t} \hat{z}_{t,j} (y_t - \hat{\phi}_j y_{t-j})^2}{\sum_{t} \hat{z}_{t,j}} \right)^{1/2},
\]

and

\[
\hat{\sigma}_0 = \left( \frac{\sum_{t} \hat{z}_{t,0} (y_t - \hat{\phi}_0 y_{t-1})^2}{\sum_{t} \hat{z}_{t,0}} \right)^{1/2},
\]

where the components of \( \hat{\phi}_0 \) satisfy the following system of equations:

\[
\sum_{t} \hat{z}_{t,0} y_{t} y_{t-i} = \sum_{j=1}^{p} \phi_{0j} \sum_{t} \hat{z}_{t,j} y_{t-j} y_{t-i}, \quad i = 1, \ldots, p.
\]

The sample means and standard errors of the EM parameter estimates are shown in Table 1. The results indicate that the estimation method works well. The sample means are very close to the true values, and the sample standard errors are small.

### 5. EXAMPLES

#### 5.1 Example 1: IBM Stock Prices

Figure 4a shows the daily IBM common stock closing price from May 17, 1961, to November 2, 1962 (369 observations); this is series B of Box and Jenkins (1976; hereafter

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>Mean (SD)</th>
<th>( \sigma )</th>
<th>Mean (SD)</th>
<th>( \phi )</th>
<th>Mean (SD)</th>
<th>( \phi_0 )</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>.4</td>
<td>.40 (.05)</td>
<td>1</td>
<td>.98 (.13)</td>
<td>( -.7 )</td>
<td>-.70 (.03)</td>
<td>.9</td>
<td>.90 (.02)</td>
</tr>
<tr>
<td>.3</td>
<td>.30 (.05)</td>
<td>1</td>
<td>.99 (.16)</td>
<td>.8</td>
<td>.79 (.04)</td>
<td>( -.6 )</td>
<td>-.60 (.02)</td>
</tr>
<tr>
<td>.3</td>
<td>.30 (.05)</td>
<td>5</td>
<td>4.90 (.53)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Empirical Means and Standard Deviations (SD) of the EM Parameter Estimates for the Simulated Datasets
denoted by BJ). BJ identified an autoregressive integrated moving average model, ARIMA(0, 1, 1), as the best model for this series; namely,

\[ y_t = y_{t-1} + \epsilon_t - 0.09\epsilon_{t-1}, \]

where the \(\{\epsilon_t\}\) are independent \(N(0, \sigma^2)\) random variables with \(\sigma^2 = 52.2\). However, they found some evidence of model inadequacy, which could be due to a change in the moving average parameter (Box and Jenkins 1976), to variance shifts (Wichern, Miller, and Hsu 1976), or to nonlinearity (Tong 1990). Thus models other than the linear ARIMA model might perform well for these data.

To compare the rival, nonnested, models for this series and for those in other examples, we use the Bayes information criterion (BIC),

\[ \text{BIC} = 2 \log(\text{maximized likelihood}) - k \log(n), \]

where \(k\) is the number of independent parameters estimated. This was first derived by Schwarz (1978) in the case of independent observations; his results imply that in large samples, the BIC is approximately equal to minus twice the logarithm of the Bayes factor against the model of interest in favor of an appropriate baseline model. Thus the criterion favors models with large BIC values. In these examples the comparisons between the best ARIMA and MTD models are decisive and are not sensitive to the particular model-comparison procedure adopted. For example, the same conclusions would be reached using significance tests at the 5% or 1% levels, or using the Akaike information criterion (AIC) (Akaike 1973).

The best MTD model according to the BIC is the second-order random walk GMTD, defined by (5); namely,

\[ F(y_t | y_{t-1}) = \alpha_0 \Phi\left( \frac{y_t - \phi y_{t-1} - (1 - \phi) y_{t-2}}{\sigma_0} \right) + \alpha_1 \Phi\left( \frac{y_t - y_{t-1}}{\sigma_1} \right) + \alpha_2 \Phi\left( \frac{y_t - y_{t-2}}{\sigma_2} \right). \]

The estimated parameters are \(\phi = 1.94\) with standard error \(\text{SE}_\phi = .28\),

\[ (\alpha_0, \alpha_1, \alpha_2) = (.24, .69, .07), \]

and

\[ (\sigma_0, \sigma_1, \sigma_2) = (6.38, 5.03, 11.23), \]

with

\[ (\text{SE}_{\sigma_0}, \text{SE}_{\sigma_1}, \text{SE}_{\sigma_2}) = (1.06, .77, 3.41). \]

A comparison with the ARIMA(0, 1, 1) favored by BJ is shown in Table 2; the MTD model is strongly preferred.

A sample path generated using the fitted MTD model is displayed in Figure 4b. For comparison, we also generated a sample path for the fitted ARIMA model with the same sequence of observations for the white noise process; this path is displayed in Figure 4c. The plots indicate that both models are capable of producing sample paths that have qualitative characteristics similar to those of the original series. Both models have their estimated parameters near the boundary of stationarity.
Table 3. Mean Squared Widths of the (1 − α)% PI’s for the IBM Stock Price Series

<table>
<thead>
<tr>
<th>(1 − α)%</th>
<th>.90</th>
<th>.80</th>
<th>.70</th>
<th>.60</th>
<th>.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTD</td>
<td>519.1</td>
<td>304.1</td>
<td>184.1</td>
<td>117.6</td>
<td>69.5</td>
</tr>
<tr>
<td>ARIMA</td>
<td>569.1</td>
<td>346.2</td>
<td>225.8</td>
<td>148.9</td>
<td>95.6</td>
</tr>
</tbody>
</table>

The predictive intervals (PI’s) for the series are constructed with one-step ahead prediction using both the fitted ARIMA and MTD models. The 90% and 60% PI’s are shown in Figure 5.

For easy visual examination, only the first 100 points are plotted. The plots show that the MTD model produces smaller PI’s than those produced by the ARIMA model used by BJ. To examine this point further, we show the mean squared widths of the PI’s in Table 3. The results confirm that the ARIMA-based PI’s are longer on average than the corresponding GMTD-based PI’s for each nominal coverage. The empirical coverages of these PI’s (namely, the percentages of the data that fall within them) are displayed in Table 4. The result shows that the PI’s constructed using the GMTD model are better than those constructed using the ARIMA model in the sense that the GMTD-based predictive intervals have empirical coverages closer to the nominal coverages than the ARIMA-based predictive intervals, especially for the lower nominal coverages.

The normal probability plots of the MTD-based and ARIMA-based prediction residuals are shown in Figure 6. Both plots indicate that the prediction residuals have distributions with tails heavier than that of the Gaussian distribution. For this reason, the ARIMA-based PI’s, which assume normality for the prediction residuals, are longer than they are supposed to be and consequently overestimate the true coverage. This mild, but important, non-Gaussianity is better captured by the GMTD model, explaining its superiority for this series. Box, Jenkins, and Reinsel (1994, pp. 317–318) also considered the possibility that the inadequacy of the ARIMA(0, 1, 1) might be accounted for in part by a change in variance.

5.2 Example 2: Chemical Process Viscosity Series

Figure 1a shows series D from BJ, a series of consecutive hourly viscosity readings from a chemical process. This series exhibits frequent flat stretches, and it is clear from Figures 1b and 1c that these are captured better by the MTD model than by the preferred ARIMA model of BJ; namely, the AR(1) model

\[ y_t = 0.87y_{t-1} + 1.17 + \varepsilon_t, \]

Table 4. Empirical Coverages of the (1 − α)% PI’s for the IBM Stock Price Series

<table>
<thead>
<tr>
<th>(1 − α)%</th>
<th>.90</th>
<th>.80</th>
<th>.70</th>
<th>.60</th>
<th>.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTD</td>
<td>.91</td>
<td>.81</td>
<td>.71</td>
<td>.62</td>
<td>.51</td>
</tr>
<tr>
<td>ARIMA</td>
<td>.90</td>
<td>.84</td>
<td>.78</td>
<td>.73</td>
<td>.56</td>
</tr>
</tbody>
</table>

Figure 6. Normal Probability Plots for the MTD-Based (a) and ARIMA-Based (b) Prediction Residuals for the IBM Stock Price Series.

where \( \sigma^2 = .09 \).

The preferred MTD model according to BIC is the second-order random walk GMTD model defined by (5). This is the same model that was selected in Example 1. The estimated parameters are \( \phi = 1.06 \) with \( SE_\phi = .04 \),

\[ (\alpha_0, \alpha_1, \alpha_2) = (.63, .25, .12), \]

and

\[ (\sigma_0, \sigma_1, \sigma_2) = (.1195, .0014, .0989), \]

with

\[ (SE_{\sigma_0}, SE_{\sigma_1}, SE_{\sigma_2}) = (.002, .0004, .005). \]

A comparison with the AR(1) model favored by BJ is presented in Table 5. Again, the preference for the MTD model is strong.

The 90% and 60% PI’s for the first 100 observations are shown in Figure 7. The 90% PI’s produced by the MTD model are quite similar to those produced by the AR model, but the 60% GMTD-based PI’s are smaller than the corresponding AR-based PI’s. Table 6 shows that although the AR-based 90% PI’s are slightly narrower on average than the corresponding MTD-based PI’s, the other AR-based PI’s are wider than the corresponding MTD-based PI’s. The empirical coverages of these PI’s are displayed in Table 7. The results indicate that both models produce similar results for the 70%–90% PI’s. Although the 50% and 60% GMTD-based PI’s underestimate the coverages slightly, they are quite close to the nominal coverages. On the other hand,
the corresponding AR-based PI’s overestimate the nominal coverages by a much bigger margin. Overall, the MTD model is preferred for these data.

5.3 Example 3: A Simulated Series

We now consider a simulated series that exhibits bursts of activity. The series consisting of 300 points displayed in Figure 8a is generated using model (3) with $\alpha_0 = 0, p = 3$

$$\begin{align*}
(\phi_1, \phi_2, \phi_3) &= (3.3, -2.5), \\
(\alpha_1, \alpha_2, \alpha_3) &= (4.4, 2), \\
(\sigma_1, \sigma_2, \sigma_3) &= (1, 1, 5).
\end{align*}$$

According to the BIC, the best MTD model is the third-order MTD model with estimated parameters

$$\begin{align*}
(\phi_1, \phi_2, \phi_3) &= (3.3, -2.38), \\
(\alpha_1, \alpha_2, \alpha_3) &= (.37, .42, 21), \\
(\sigma_1, \sigma_2, \sigma_3) &= (.89, .95, 4.75),
\end{align*}$$

with $(SE_{\phi_1}, SE_{\phi_2}, SE_{\phi_3}) = (.008, .006, .06)$ and $(SE_{\sigma_1}, SE_{\sigma_2}, SE_{\sigma_3}) = (.11, .11, .46)$. The best AR model for this series is of order 5. Table 8 indicates that the MTD model is strongly preferred, as one would expect.

We also generated a sample path for the fitted AR model, which is shown in Figure 8b. This shows that the simulated

Table 6. Mean Squared Widths of the $(1 - \alpha)\%$ PI’s for the Chemical Process Viscosity Series

<table>
<thead>
<tr>
<th>$(1 - \alpha)%$</th>
<th>.90</th>
<th>.80</th>
<th>.70</th>
<th>.60</th>
<th>.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTD</td>
<td>1.03</td>
<td>.54</td>
<td>.28</td>
<td>.14</td>
<td>.06</td>
</tr>
<tr>
<td>AR</td>
<td>.97</td>
<td>.59</td>
<td>.39</td>
<td>.26</td>
<td>.16</td>
</tr>
</tbody>
</table>

AR sample path does not have the main characteristic of the series being analyzed—bursts of activity. This comparison is carried out purely to show that the AR model is not adequate in this situation, but in fairness it must be remembered that the AR model is not designed to perform well in such circumstances.

Tables 9 and 10 show that the MTD-based PI’s are much better than the corresponding AR-based PI’s, and the GMDT-based PI’s are much narrower. Also, the GMDT-based PI’s have very good empirical coverages, whereas the AR-based PI’s overestimate the nominal coverages very badly.

6. EXTENSIONS AND GENERALIZATIONS

The general MTD model (1) can be used to model quite general non-Gaussian time series, even when it takes values in a non-Euclidean space. The model was first introduced for discrete data by Raftery (1985a) and was studied further by Adke and Deshmukh (1988), Kwok (1989), Li and Kwok (1989), Raftery (1985b), and Raftery and Tavere (1994). It is also appropriate for sequences of counts and success proportions; models for the Poisson and binomial case were proposed by Raftery (1985b).

The MTD model may also be used to represent positive-valued time series; for example, exponential, gamma, or Weibull. This model seems to avoid the problems associated with previous efforts in this direction, such as those of Gaver and Lewis (1980) and Lawrence and Lewis (1985) (see Raftery 1985c).

The models can also fit time series with both discrete

Table 7. Empirical Coverages of the $(1 - \alpha)\%$ PI’s for the Chemical Process Viscosity Series

<table>
<thead>
<tr>
<th>$(1 - \alpha)%$</th>
<th>.90</th>
<th>.80</th>
<th>.70</th>
<th>.60</th>
<th>.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTD</td>
<td>.91</td>
<td>.80</td>
<td>.67</td>
<td>.56</td>
<td>.48</td>
</tr>
<tr>
<td>AR</td>
<td>.91</td>
<td>.79</td>
<td>.73</td>
<td>.68</td>
<td>.59</td>
</tr>
</tbody>
</table>
Table 9. Mean Squared Widths of the \((1 - \alpha)\%\) PI’s for Example 3

<table>
<thead>
<tr>
<th>((1 - \alpha)%)</th>
<th>.90</th>
<th>.80</th>
<th>.70</th>
<th>.60</th>
<th>.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTD</td>
<td>350</td>
<td>298</td>
<td>240</td>
<td>198</td>
<td>23</td>
</tr>
<tr>
<td>AR</td>
<td>1,084</td>
<td>658</td>
<td>430</td>
<td>284</td>
<td>182</td>
</tr>
</tbody>
</table>

These are the same as the \(\pi\) weights for the fractionally differenced ARIMA\((0,d,0)\) process (Granger and Joyeux 1980; Hosking 1981), and so this can be regarded as a non-Gaussian generalization of the fractional differencing model. This may be generalized to allow for both long-memory and short-memory dependence by setting the \(\alpha_i\) equal to the \(\pi\) weights for the fractionally differenced ARIMA\((p,d,q)\) process. Mehran (1989) has also discussed infinite-lag MTD models, although in a different context and only for discrete-valued time series.

A natural way of modeling nonstationary time series is to use state-space models. Kitagawa (1987) has described quite a general framework for non-Gaussian state-space modeling. This is based on the idea of an unobserved state of the process, \(x_t\), which may be vector valued, and evolves in a Markovian fashion according to a state equation that specifies the transition density \(p(x_t|x_{t-1})\). Conditionally on the state \(x_t\), the observations are independent with a conditional density \(p(y_t|x_t)\), specified by the observation equation. Kitagawa (1987) showed how the resulting filtering, updating, and smoothing equations may be solved by numerical integration; this becomes extremely demanding computationally as the dimension of the state increases. Martin and Raftery (1987) showed how the problem can be simplified if the state equation has a form similar to the MTD equation (1).

7. DISCUSSION

We have discussed a class of time series models, the MTD models, that can capture many non-Gaussian features, including flat stretches, bursts, and outlier stretches, as well as much more general non-Gaussian behavior, in a single unified model framework. Raftery (1994) has shown that they can also be used to represent changepoint-like behavior.

Other models that can capture some of these features have also been proposed. For example, bilinear time series models (Subba Rao 1984) can represent bursts quite well. Threshold models (Tong 1990) can deal with flat stretches. The literature on Bayesian forecasting and recursive updating provides ways of dealing with some of these features that also involve mixtures, although they arise in a quite different way (Alspach and Sorensen 1972; Denby and Martin 1979; Harrison and Stevens 1976; Martin 1979; Martin and Yohai 1985; Smith and West 1983; Taplin and Raftery 1994; West 1986). A useful aspect of the MTD model class is that it can represent a wide range of such behaviors in the context of the same model.

The conditional mean predictor for the MTD model (1) is

\[ E[Y_t|Y_{t-1} = y_{t-1}] = \sum_{i=1}^{p} \alpha_i g_i(y_{t-1}), \]
where \( g_k(y) = \int x dG_k(x|y) \). This is an ACE-type predictor for time series (Owen 1983); see Breiman and Friedman (1985) for ACE modeling in regression. This conditional expectation is the same as that for the generalized additive model (Hastie and Tibshirani 1986), but here the error distribution is a mixture of conditional distributions. So generalized additive models are quite different from what we propose here.

**APPENDIX A: PROOFS OF THEOREMS IN SECTION 3**

The theorems in Section 3 are proven by using a result due to Benès (1967). Roughly, Benès showed that for a Markov process \( Y_t \) to have a finite invariant measure, it is necessary and sufficient that there exist a moment of \( Y_t \), say of order \( k \), that is finite for all \( t \). The existence of a finite invariant measure would ensure the stationarity of the process, assuming that the process started somewhere very far in the past or started with the initial distribution corresponding to the invariant measure. That is, the process is strictly stationary with a finite \( k \)th order moment. First, we state the results obtained by Benès (1967) in the following theorem.

**Theorem 3 (Benès 1967).** Let \( Y_t \) be a Markov process on a locally compact metric space \((\mathcal{E}, \rho)\) with a countable base. Let \( \mathcal{B} \) be the \( \sigma \) algebra generated by the open sets, and for \( A \in \mathcal{B}, t > 0, \) set

\[
P(t, y, A) = \Pr\{y_t \in A | y_0 = y\}.
\]

Assume that for fixed \( t \) and \( A, P(t, y, A) \) is continuous in \( y \), that for an \( \varepsilon \) neighborhood \( \mathcal{S}_\varepsilon(y) \) about \( y, P(t, y, \mathcal{S}_\varepsilon(y)) \to 0 \) as \( t \to 0 \), and that \( P(t, y, \mathcal{E}) \to 1 \). Let \( C^+ \) be the strictly positive cone of the Banach space \( \mathfrak{ca}(\mathcal{E}, \mathcal{B}) \) consisting of the countably additive set functions on \( \mathcal{B} \) with variation norm. Let \( U_t, t \geq 0 \) be the semigroup defined for a measure \( \mu \) by the formula

\[
U_t \mu(A) = \int \mathcal{E} P(t, y, A) \mu(dy),
\]

and let \((f, \mu)\) denote the action of a linear functional on \( \mu \). A \( \mathcal{B}\)-measurable function \( f \) on \( \mathcal{E} \) is a “moment” iff \( f \geq 0 \) and \( \inf_{y \in \mathcal{E} - \mathcal{K}_\varepsilon} f(y) \to \infty \) as some sequence of compact set \( \mathcal{K}_\varepsilon \subset \mathcal{E} \).

Then the following conditions are equivalent:

- \( Y_t \) has a positive finite invariant measure.
- \( \mathcal{B} \)-measurable function \( f \) is a “moment” for all \( \varepsilon > 0 \).

Using this result, the proofs of the theorems go as follows. The notation used here is the same as in Section 3.

**Proof of Theorem 1**

Let \( \mu_t \) be the mean of \( Y_t \). Then by the model (3),

\[
\mu_t = E(Y_t) = \sum_{i=1}^p \alpha_i \phi_i Y_{t-i} = \sum_{i=1}^p (\alpha_i \phi_i) \mu_{t-i}.
\]

The necessary and sufficient condition for this homogeneous difference equation to have a stable solution, which is finite and independent of \( t \), is that the roots \( z_1, \ldots, z_p \) of the equation

\[
1 - \sum_{i=1}^p (\alpha_i \phi_i) z^{-i} = 0
\]

all lie inside the unit circle (Goldberg 1958). Let \( \mu \) be the measure corresponding to the distribution of the process at time zero (i.e., finite mixture of Gaussian distributions), and hence \( \mu \in C^+ \). Thus by the Benès result, there exists a finite invariant measure for the process \( Y_t \).

**Proof of Theorem 2**

Let \( g_k(y) \) be the marginal density of \( Y_t \). By (1) and (2), it can be written as

\[
g_k(y) = \sum_{i=1}^p \alpha_i \int h_i(y_i) g_{t-i}(y_{t-i}) dy_{t-i},
\]

where \( h_i(y_i) = (1/\sigma_i) f((y_i - \phi_i y_{t-i})/\sigma_i) \). Thus

\[
E(Y_t)^2 = \sum_{i=1}^p \alpha_i \int (y_i - \phi_i y_{t-i})^2 h_i(y_i) g_{t-i}(y_{t-i}) dy_{t-i} dy_t
\]

and

\[
E(Y_t)^2 = \sum_{i=1}^p \alpha_i \int (y_i - \phi_i y_{t-i})^2 h_i(y_i) g_{t-i}(y_{t-i}) dy_{t-i} dy_t.
\]

The first term on the right side is then

\[
\sum_{i=1}^p \alpha_i \sigma_i^2 \int (y_i - \phi_i y_{t-i})^2 h_i(y_i) g_{t-i}(y_{t-i}) dy_{t-i} dy_t
\]

which does not depend on \( t \). The second term is

\[
\sum_{i=1}^p \alpha_i \phi_i^2 E(Y_{t-i})^2.
\]

Thus

\[
E(Y_t)^2 = \sum_{i=1}^p \alpha_i \phi_i^2 E(Y_{t-i})^2 + C.
\]

The necessary and sufficient condition for a nonhomogeneous difference equation to have a stable solution that is finite and independent of \( t \) is that the roots \( z_1, \ldots, z_p \) of the equation

\[
1 - \sum_{i=1}^p (\alpha_i \phi_i) z^{-i} = 0
\]

all lie inside the unit circle (Goldberg 1958). Let \( \mu \) be the measure corresponding to the distribution of the process at time zero (i.e., finite mixture of Gaussian distributions), and hence \( \mu \in C^+ \). Thus by the Benès result, there exists a finite invariant measure for the process \( Y_t \).

**APPENDIX B: RANGE OF AUTOCORRELATIONS**

This is the derivation of Equation (9). By Equations (7) and (8), we have

\[
\rho_1 = \frac{\alpha_1 \phi_1}{1 - \alpha_2 \phi_2}
\]

(B.1)
and
\[ \rho_2 = \alpha_1 \phi_1 \rho_1 + \alpha_2 \phi_2. \]  
(B.2)

Solving the system (B.1)–(B.2) yields
\[ \alpha_1 \phi_1 = \frac{\rho_1 - \rho_2 \rho_1}{1 - \rho_1^2}, \]  
(B.3)

and
\[ \alpha_2 \phi_2 = \frac{\rho_2 - \rho_1^2}{1 - \rho_1^2}. \]  
(B.4)

Because the process \( \{y_t\} \) is second-order stationary, by Theorem 2 we have
\[ \alpha_1 \phi_1^2 + \alpha_2 \phi_2^2 < 1 \]
or, equivalently,
\[ \frac{(\alpha_1 \phi_1)^2}{\alpha_1} + \frac{(\alpha_2 \phi_2)^2}{\alpha_2} < 1. \]  
(B.5)

Substituting (B.3) and (B.4) into (B.5) yields
\[ \frac{1}{\alpha_1} \left( \frac{\rho_1 - \rho_2 \rho_1}{1 - \rho_1^2} \right)^2 + \frac{1}{\alpha_2} \left( \frac{\rho_2 - \rho_1^2}{1 - \rho_1^2} \right)^2 < 1, \]
\[ \alpha_2 (\rho_1 - \rho_2 \rho_1)^2 + \alpha_1 (\rho_2 - \rho_1^2)^2 - \alpha_1 \alpha_2 (1 - \rho_1^2)^2 < 0, \]
and
\[ (1 - \alpha_1) (\rho_1 - \rho_2 \rho_1)^2 + \alpha_1 (\rho_2 - \rho_1^2)^2 - \alpha_1 (1 - \alpha_1) (1 - \rho_1^2)^2 < 0, \]
since \( \alpha_1 + \alpha_2 = 1 \). Hence, rearranging this equation gives the range of autocorrelations defined by
\[ \alpha_2^2 \rho_1^4 + (-2 \alpha_2^2 + \alpha_1 + 1) \rho_1^2 - 2 \alpha_2 \rho_1^2 + (1 - \alpha_1) \rho_2^2 \rho_1^2 + \alpha_2 \rho_2^2 - \alpha_1 (1 - \alpha_1) < 0, \]  
(B.6)

where
\[ |\rho_1| \leq 1, \]
\[ |\rho_2| \leq 1, \]
and
\[ |\alpha_1| \leq 1. \]

Thus the boundary of the region defined by (B.6) satisfies the following equation for fixed \( \alpha_1 \) and \( \phi_1 \):
\[ a \rho_2^2 + 2 b \rho_2 + c = 0, \]
where
\[ a = (1 - \alpha_1) \rho_1^4 + \alpha_1, \]
\[ b = -\rho_1^2, \]
and
\[ c = \alpha_2^2 \rho_1^4 + (-2 \alpha_2^2 + \alpha_1 + 1) \rho_1^2 - \alpha_1 (1 - \alpha_1). \]

Because
\[ b^2 - ac = (\alpha_2^2 - \alpha_1^2)(1 - \rho_1^2)^2 \geq 0, \]
the solutions of the foregoing quadratic equation satisfy
\[ \rho_2 = \rho_1^2 \pm \sqrt{\alpha_2^2 (1 - \alpha_1)^2 (1 - \rho_1^2)^3} \]
\[ \frac{(1 - \alpha_1) \rho_1^2 + \alpha_1}{(1 - \alpha_1) \rho_1^2 + \alpha_1}. \]

This is Equation (9) in Section 3.
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