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Abstract

Despite their success in transferring the powerful human faculty of causal reasoning to a mathematical and computational form, causal models have not been widely used in the context of core AI applications such as robotics. In this paper, we argue that this discrepancy is due to the static, propositional nature of existing causality formalisms that make them difficult to apply in dynamic real-world situations where the variables of interest are not necessarily known a priori. We define Causal Logic Models (CLMs), a new probabilistic, first-order representation which uses causality as a fundamental building block. Rather than merely converting causal rules to first-order logic as various methods in Statistical Relational Learning have done, we treat the causal rules as basic primitives which cannot be altered without changing the system. We provide sketches of algorithms for causal reasoning using CLMs, preliminary results for causal explanation, and explore the significant differences between causal reasoning in CLMs and fixed causal graphs, including the non-locality of manipulation and the non-commutability between observation and manipulation.

1 Introduction

Most existing causal models used in AI are based on structural equation modelling [Strotz and Wold, 1960, Simon, 1954, Haavelmo, 1943], a formalism which originated in the econometrics literature and which is still used commonly in the economic and social sciences. The models used in these disciplines typically involve real-valued variables, linear equations and Gaussian noise distributions. In AI these models have been generalized by Pearl [2000] and others [e.g., Spirtes et al., 2000] to include discrete propositional variables, of which Bayesian networks can be viewed as a subset.

There has also been a good deal of awareness that in some systems, the complexity of Bayesian networks can be reduced by exploiting context-specific independence [Boutilier et al., 1996]. This observation typically leads to more efficient learning and inference algorithms, but can also lead to more intuitive explanation of causal systems. For example the causal chain event graphs of Thwaites et al. [2010] generalize Bayesian networks by explicitly representing context-specific asymmetries in the network structure.

The overwhelming majority of these causal representations in AI are based on propositional logic. One of the key consequences of this fact is that important variables must be known at the time the model is created. In the economic and macroscopic social sciences, this constraint is not a burden. The quantities of interest are typically known and fixed, such as inflation, GDP, unemployment, etc. However, despite their success in transferring the powerful human faculty of causal reasoning to a mathematical and computational form, such causal models have not been widely used in the context of core AI applications such as robotics.

In this paper, we argue that this discrepancy has to do with their propositional nature, and we provide a probabilistic first-order representation which we call Causal Logic Models (CLMs) that is more suitable for the real world when events of interests are not known in advance.

Probabilistic first-order representations have been widely studied in the past decade in the context of graphical models, giving rise to an entire sub-field of AI called statistical relational AI. 1 While these meth-

1A good overview of this field is provided by Getoor and Taskar [2007].
ods often use rules that are based in causality, they typically convert those rules to first-order logic formulæ and thereafter ignore their causal nature. Thus these methods treat logic and probability as the fundamental elements and do not attempt to perform explicit causal reasoning. CLMs, by contrast, are first-order models that treat causality as the fundamental building block. Finally, like causal chain event graphs, CLMs represent context-specificity directly in the structure of the graphical model; however CLMs produce these structures dynamically, in response to observed variables, and produce much simpler structures than causal chain event graphs.

In this paper our contributions are as follows:

- We define a probabilistic first-order representation for causality as an alternative to fixed causal models and build intuition for why these models can handle dynamic situations much better.
- We define methods for performing explicit causal inference such as explanation, prediction and counterfactual reasoning.
- We show that manipulations on CLMs are much different than manipulations in fixed causal models, possibly resulting in global changes to the causal graphs.
- We show that manipulation and observation do not necessarily commute in CLMs.

The paper is organized as follows: in Section 2 we present a motivating example which illustrates the shortcomings of propositional causal models for real-world AI applications. In Section 3 we define CLMs, in Section 4 we discuss several types of causal reasoning we would like to enable with CLMs, and in Section 5 we present sketches of algorithms using CLMs to achieve these types of reasoning, and some preliminary empirical results. Finally, in Section 6 we summarize and discuss future work.

2 Causal Reasoning in Dynamic Situations

To illustrate the type of reasoning we would like to enable, consider the following simplistic running example of “human-like” causal inference:

While you are in a business meeting with Tom, Bob suddenly bursts into your office and punches Tom in the face. Tom falls to the ground, then gets up and punches Bob back.

In this example, there are three main events spaced out in time: $\text{Punch}(\text{Bob}, \text{Tom}, T_1)$, $\text{Fall}(\text{Tom}, T_2)$, and $\text{Punch}(\text{Tom}, \text{Bob}, T_3)$ with $T_1 < T_2 < T_3$. Most humans, given their knowledge of human behavior and physical interactions would have little trouble constructing a causal graph that relates these three events. They might construct the graph of Figure 1(a). They may also be able to expand on these observed events to include hypothetical (unobserved) causes as well. For example, they may infer that Bob was Angry prior to $T_1$ and that Tom was angry after $T_2$, as shown in Figure 1(b).

In order to model this very simple example using a standard propositional causal model, it quickly gets overwhelmingly complicated. One would first need to have a model that included the variables shown in Figure 1. This would not be possible if Bob was a person that up until now one had no knowledge of. In addition, hypothetically it could have been Tom who barged in on Bob, in which case we would need to essentially mirror the structure of Figure 1 only with Bob and Tom reversed. If we have tens or hundreds of people in the office, this type of model will explode combinatorially. The point is, to have a propositional model pre-built is not a practical solution when the events of interest are part of a dynamic environment where “anything” could happen.

This type of reasoning—taking a general knowledge base about the world, applying it to specific (temporal) facts that have been observed, and reasoning about causality between those facts—is useful, and we would like to create algorithms that can automate it. This particular case is an example of causal explanation, and in Section 4 we formalize causal explanation as well as other types of reasoning in the context of our first-order representation. First we define Causal Logic Models.
3 Representation

A Causal Logic Model (CLM) is defined by a set of predicates and a set of formulae. A predicate is specified by a name and a set of argument types. A formula is a causal statement that has a probability associated with it. In Section 3.1 we elaborate on the Office Brawl example given previously, and in Section 3.2, we present formal definitions.

3.1 The Office Brawl System

In Section 1 we presented a simple example of an office brawl system to build intuition for the dynamic environment we wish to handle. Here we provide more details for this example system. The predicates for this system might look like:

\[
\text{Angry}(\text{Person}, \text{Person}, \text{Time}) \\
\text{Punch}(\text{Person}, \text{Person}, \text{Time}) \\
\text{Fall}(\text{Person}, \text{Time}).
\]

Each predicate is indexed by a discrete time index. The set of formulas could be chosen as

\[
0.25 : \text{Angry}(P_1, P_2, T_1) \rightarrow \text{Punch}(P_1, P_2) \\
0.4 : \text{Punch}(P_1, P_2, T_1) \rightarrow \text{Fall}(P_2, T_2) \\
0.9 : \text{Punch}(P_1, P_2, T_2) \rightarrow \text{Angry}(P_2, P_1, T_2) \\
0.9 : \text{Punch}(P_1, P_2, T_2) \rightarrow \neg \text{Angry}(P_1, P_2, T_2) \\
0.8 : \text{Angry}(P_1, P_2, T_1) \rightarrow \text{Angry}(P_1, P_2, T_2) \\
0.1 : \text{Angry}(P_1, P_2, T_1) \\
0.01 : \text{Punch}(P_1, P_2, T_1) \\
0.01 : \text{Fall}(P_1, T_1).
\]

Formula 1 indicates that if someone is angry then they are more likely to punch. Formula 2 embodies the principle that someone who gets punched may fall down. Formula 3 and 4 expresses the idea that the person who gets punched will get more angry, but the puncher will get less angry. Formula 5 makes anger persistent over time. Formula 6, 7, and 8 are simply prior probabilities for each of the predicates.

We define two types of formulae: causal formulae and prior formulae. Causal formulae express a causal relationship between a set of causes and an effect. All predicates that match the set of causes in a formula must have the same time index \( T_1 \), and the predicate matching the effect must have a time index \( T_2 \) such that \( T_1 < T_2 \). Causal formulae are drawn from the subset of first-order logic that includes formulae containing a conjunction of (possibly negated) causes relating to a single (possibly negated) single effect. Prior formulae are composed of a single predicate with no causal claim, and are meant to express the prior probability of events occurring. Prior formulae are necessary in CLMs to be able to model cases where causal formulae are not present, and we demand that each predicate contain a prior formulae.

Restricting the form of the formulae is common in computational logic systems (e.g., Prolog makes the even more restrictive assumption of only allowing Horn clauses), and we do it here mainly for convenience. We intend to relax these constraints on formulae in future work.

The predicates and formulae given above define a CLM. As we make observations about our system, these formulae provide possible explanations that can tie those observations together causally. The algorithm that we present in Section 5 accomplishes this by searching for the structure with maximum likelihood given the evidence. In order to score the likelihood of structures, we first need to convert the CLM into a Bayesian network, and calculate the probability of the evidence given the structure. Figure 1(b) gives a possible explanation for the office brawl scenario.

Figure 1(b) shows the cause and effect relationships between predicates but it does not specify how probabilities for the given predicates could be calculated. In order to construct a Bayesian network that can be used to score a hypothesis, it is necessary to convert the formulae from a CLM into conditional probability tables. In other statistical relational methods, similar conversions are typically done using combination rules, of which noisy-or is the most popular. We also use noisy-or in the work presented here, but we feel this combination rule is not fully adequate, and we are actively looking for better ones.

As an example, the CPT for the root node \( P(\text{Angry}(\text{Bob}, \text{Tom}, T_0)) \) is given by the prior probability of a person being angry (Formula 6). The CPT for predicate \( \text{Punch}(\text{Bob}, \text{Tom}, T_1) \) is defined by combining Formula 1, that is,

\[
P(\text{Punch}(\text{Bob}, \text{Tom}, T_1)|\text{Angry}(\text{Bob}, \text{Tom}, T_0)) = 0.7,
\]

with the prior formula for Punch.

3.2 Formal Definitions

Here we make a first attempt at formally defining CLMs.

The key constituent of CLMs are predicates and formulae. Predicates in CLMs are n-ary and typed. We define two types of formulae, causal formulae and prior formulae.

**Definition 1** (causal formula). A causal formula is a
formula of the form:
\[ p : C_1 \land C_2 \land \ldots \land C_n \rightarrow E, \]
where the \( C_i \) and \( E \) are (possible negated) predicates and \( 0 \leq p \leq 1 \). The symbol \( \rightarrow \) indicates that the \( C_i \) variables cause \( E \) in the future. The time index \( T_i \) for each cause must agree with the other causes, and the time index \( T_2 \) for \( E \) must obey \( T_1 < T_2 \).

Because \( \rightarrow \) denotes causality and not merely logical implication, it is not possible in general to apply rules of logic to rewrite the form of this equation. This restriction is similar to the restriction placed on structural equation models where systems of structural equations cannot be algebraically manipulated into equivalent systems without altering the structure, and it is this structural restriction that makes CLMs unique compared to other probabilistic first-order methods.

**Definition 2 (prior formula).** A prior formula is a formula of the form:
\[ p : X, \]
where \( X \) is a non-negated predicate and \( 0 \leq p \leq 1 \).

In the rest of this paper, we assume that \( p \) is defined as \( P(E|C_1, C_2, \ldots, C_n) \) for causal rules and as \( P(X) \) for prior rules under the assumption that there are no other causes. This assumption possibly impacts and is impacted by the choice of combination rule, but for noisy-or, we can ensure it to be the case.

Using these definitions, we can now define a CLM:

**Definition 3 (Causal Logic Model).** A Causal Logic Model is a pair \((P, F)\), where \( P \) is a set of predicates, \( F \) is a set of formulas over \( P \).

An constant is a primitive symbol over which we wish to reason. A ground predicate \( P \) is a predicate with all variables instantiated with constants. Similarly, a ground formula \( F \) is a formula with all predicates grounded.

**Definition 4 (Causal Logic Database).** A causal logic database is a pair \((C, \hat{P})\) where \( C \) is a set of constant and \( \hat{P} \) is a set of predicates grounded with constants in \( C \).

We call a set of grounded formulas a Causal Logic Hypothesis or Hypothesis for short. Finally, a Hypothesis defines a directed acyclic graph which we call a Causal Logic Network as follows:

**Definition 5 (Causal Logic Network (CLN)).** Given a Causal Logic Hypothesis \( \hat{F} \) a CLN \( G_C = (N, E) \) is a directed acyclic graph, where \( N \) is a set of nodes and \( E \) is a set of directed edges, such that a node exists for each ground predicate appearing in a formula \( F \in \hat{F}_p \) and an edge \( E_{ij} \equiv P_i \rightarrow P_j \in E \) iff \( P_i \) is a cause of \( P_j \) in a formula \( F \in \hat{F}_p \).

### 4 Causal Reasoning with CLMs

In this section, we define the concept of causal reasoning. Often this concept is partitioned into different sub-classes such as explanation, prediction and counterfactual reasoning using operators such as observation and manipulation. Although these types of reasoning have been discussed at length elsewhere [c.f. Pearl, 2000], here we relate these concepts to CLMs and we raise several new issues that arise in this context such as the commutability between observation and manipulation.

In general, causal reasoning with CLMs is the act of inferring a causal structure relating events in the past or future. The events themselves can be observed, hypothesized (i.e., latent) or manipulated. Given a CLM \( C \) and a sequence of events \( E_1, E_2, \ldots, E_n \), all causal reasoning can be cast into the problem of finding a most-likely structure \( \hat{S} \) given a set of information:
\[ \hat{S} = \operatorname{arg} \max_{\hat{S}} P(S|C, E_1, E_2, \ldots, E_n) \]

We consider sequences of events rather than one big set of events \( E = \cup_i E_i \) because when we consider manipulation of the system, then it will sometimes be the case that manipulation does not commute with observation. So we need to preserve the sequence in which events are observed and manipulated. We discuss this issue more in Section 4.3 below, but first we show how our definition of causal reasoning performs explanation, prediction and counterfactual reasoning.

#### 4.1 Causal Explanation

We have already shown an example of causal explanation in Figure 1. Roughly speaking, causal explanation seeks to explain a set of observed events in terms of the hypothesized latent events that caused those observations. If we have multiple observed events spaced out in time, causal explanation may produce hypotheses about how those events are related causally. Figure 2(a) shows a schematic example of causal explanation.

Formally, we define causal explanation as the most likely causal graph given a CLM and a set of evidence:

**Definition 6 (causal explanation).** Given a CLM \( C \) and a set of observed events \( E = \{[E_1, T_1], [E_2, T_2], \ldots, [E_n, T_n]\} \), a causal explanation is a directed acyclic graph \( \hat{S} \) such that \( \hat{S} = \operatorname{arg} \max_{\hat{S}} P(S = s|C, E) \).
Figure 2: Different types of causal reasoning generated by combining explanation, prediction, observation and manipulation.

Compare this definition to that used in standard causal modeling where an explanation is a joint state of the variables represented by a fixed causal graph. Thus in standard causal modeling, no matter what was observed, the causal structure does not change, only likely states of variables change. In CLMs a causal explanation is the graph itself. Not only does this feature allow us to reason about previously unknown constants, but it produces explanations that are more like the types of explanations humans would give, i.e., a causal graph that changes depending on the observations.

4.2 Causal Prediction

Causal Prediction is the act of predicting what sequences of cause and effect will occur in the future given evidence observed in the past. For example, we may predict, given that Bob punches Tom at time 2 that at time 3 Tom will be angry with Bob and at time 4 Tom will punch Bob. This may in turn cause Bob to get Angry at Tom, thus repeating the cycle indefinitely. This graph is shown in Figure 3. Formally, we define causal prediction in a way similar to causal explanation as the most likely graph extending into the future given a CLM and a set of evidence in the present or past. Prediction is not restricted to only inferring events in the future. In practice, the events in the past that led to the observations in the present may be relevant for predicting future variables as well, so we must perform inference on past events in order to better predict the future. In general, the distinc-
Figure 4: An example of counterfactual reasoning with CLMs using the Office Brawl model. $A \equiv \text{Angry}$, $P \equiv \text{Punch}$, $B = \text{Bob}$ and $T = \text{Tom}$. (a) The causal explanation when Bob punches Tom at time 2 and Tom punches Bob at time 5. (b) Unlike with fixed causal graphs, manipulation of variables can cause sweeping global changes to the structure. (c) Manipulation and observation do not commute: Manipulation followed by observing $\text{Punch}(\text{Tom}, \text{Bob}, 5)$ produces a much different graph than observing \{Punch(Bob, Tom, 2), Punch(Tom, Bob, 5)\} and then manipulating Punch(Bob, Tom, 2) = False.

5 Algorithm and Preliminary Results

In this section we describe an algorithm that finds an explanation given an evidence set, and we then apply this algorithm to the office example. The algorithm is a greedy search algorithm that first thickens the graph and then thins it based on a score function that is defined below. The basic steps are the following:

1. Start with an empty graph.
2. Iteratively add the predicate that increases the score most and continue until adding a predicate decreases the score.
3. Iteratively remove the predicate that increases the score most and continue until removing a predicate decreases the score.
4. Find the states that constitute the most likely explanation and find all grounded formulae $\hat{F}$ consistent with those states.
5. Prune from the graph all variables that are not part of some $F \in \hat{F}$.

Our goal is to find the structure with the highest posterior probability $P(G|e)$ given the evidence $e$. We approximated this quantity by the likelihood $P(e|G)$, which amounts to assuming flat priors on graph structure. This quantity can be calculated with standard Bayesian network inference algorithms. The underlying idea of this score function is that variables should only be included in the graph if they somehow affect the evidence, which is what we are trying to explain, or otherwise they should be left out.

Steps 4 and 5 of our algorithm apply a post-pruning step to the graph by finding the most likely configuration of all the variables in the network, keeping the evidence variables fixed. This configuration already constitutes an explanation but it can easily be simplified. Instead of looking at the states of the variables individually we can look at formulas that are instantiated in the graph, and we remove all the variables that are not part of such an instantiated formula. The remaining graph is the final explanation. Note that the graphical form of this explanation can be easily translated back into formulas, making it also relatively easy to generate a textual explanation.

As a preliminary test of this algorithm, we applied it to the office scenario introduced in an earlier section. We used $\text{Punch}(\text{Bob}, \text{Tom}, T_1) = True$, $\text{Fall}(\text{Tom}, T_2) = True$, and $\text{Punch}(\text{Tom}, \text{Bob}, T_3) = False$ as evidence. The explanation returned by the algorithm corresponds exactly to the network in Figure 1(b), with all states being true. It is now
also possible to determine the posterior probabilities of the hidden variables (we clear their map states first), which are $\text{Angry}(\text{Bob}, \text{Tom}, T_1) = 0.741$ and $\text{Angry}(\text{Tom}, \text{Bob}, T_3) = 0.996$. The second probability is much higher, because both the preceding and following punch increase the likelihood of being angry. Without the search and pruning of variables the output would be much more verbose. One would have to create a complete network of all predicates and then calculate the most likely explanation. But this would contain a lot of information that is not relevant in the explanation. In addition, when our set of constants grows very large, instantiating an entire network over them may be prohibitively memory intensive. Thus, our algorithm finds a succinct yet complete explanation of a given scenario with reasonable memory constraints.

6 Summary and Future Work

In this paper we introduced CLMs which are a novel representation for causal reasoning. To our knowledge, CLMs are the first probabilistic first-order system to model causality as the basic primitive rather than logic or probability. This approach is analogous to that of structural equation models which encode causality in the form of equations and cannot be algebraically manipulated without changing the semantics of the model. In the same way, our formulae cannot be undergo arbitrary logical transformations without a similar violation of semantics.

We discussed several types of causal reasoning with CLMs such as explanation, prediction and counterfactuals, and defined a general version of causal reasoning that subsumes all of these. We showed that manipulation in CLMs is qualitatively different from the $\text{Do}$ operator applied to fixed propositional causal models; in particular, manipulations can cause sweeping global changes to the causal graph, and manipulation may not commute with observations. We also presented an algorithm that can generate causal explanations from a given evidence set, and verified on a simple test case that it produces expected results.

Future work includes expanding our explanation algorithm to general causal reasoning, developing more intuitive combination rules when transforming CLMs to Bayesian networks for scoring, and learning CLM formulae from data.
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